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Abstract

Intelligent system audits are labor-intensive assurance ac-
tivities that are typically performed once and discarded,
along with the opportunity to programmatically test all sim-
ilar products for the market. This study illustrates how sev-
eral incidents (i.e., harms) involving Named Entity Recog-
nition (NER) can be prevented by scaling up a previously-
performed audit of NER systems. The audit instrument’s di-
agnostic capacity is maintained through a security model that
protects the underlying data (i.e., addresses Goodhart’s Law).
An open-source evaluation infrastructure is released along
with an example derived from a real-world audit that reports
aggregated findings without exposing the underlying data.

Introduction
Many real-world applications of knowledge discovery,
knowledge extraction, search, and computer network secu-
rity involve a Named Entity Recognition (NER) step. NER is
the task of recognizing a variety of “entities” within text. For
example, the text “2012’s [DATE] AlexNet [PRODUCT] is
named for Alex Krizhevsky [PERSON],” has three entity
types for dates, products, and persons.

Likely examples of failed NER appear frequently in the
AI Incident Database (AIID) of (McGregor 2021), which
catalogs examples of AI harms produced in the real world.
Though not referenced explicitly in the incident reports,
NER is a foundational Natural Language Processing (NLP)
task undergirding a great many products. Most incident re-
ports potentially related to NER center on the user-facing is-
sues of the technologies, including AI incidents 317 (Bug in
Facebook’s Anti-Spam Filter Allegedly Blocked Legitimate
Posts about COVID-19), 363 (Facebook’s Automated Mod-
eration Mistakenly Flagged Landmark’s Name as Offen-
sive), and 392 (Facebook’s AI-Supported Moderation Failed
to Classify Terrorist Content in East African Languages)
(Dickinson 2020; Lam 2021, 2015).

In a typical real-world deployed Machine Learning (ML)
system, a NER model would be only one of many subsys-
tems and models that are composed in various ways and
wrapped by a variety of user interfaces to facilitate the sys-
tem’s overall use case. This complexity obfuscates the ex-
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plicit role that an NER model plays in any incidents pro-
duced by the system, but this is standard practice when it
comes to moving from Research and Development (R&D) to
end-user-facing production. Still, the frequency of incidents
that likely link to NER models underscores the importance
of the NER task and the need to mitigate incidents arising
from it. Any multi-component system can fail if an individ-
ual component produces erroneous or harmful outputs.

While the specific issues leading to these incidents cannot
be localized without proprietary knowledge of Meta’s imple-
mentation, the incidents in Table 1, are similar and involve
probable NER failures on Meta’s Facebook platform.

IQT Labs1 has conducted several audits where we as-
sessed the safety and fairness properties of AI tools and sys-
tems (Brennen and Ashley 2021; Brennen et al. 2022; Ash-
ley et al. 2023). The current paper focuses on our audit of
the RoBERTa model (Liu et al. 2019) and variants thereof
(Conneau et al. 2019), which are pre-trained LLM architec-
tures we audited over several months. The variants audited
included RoBERTa-base, RoBERTa-large, XLM-RoBERTa-
base, and XLM-RoBERTa-large, which collectively were
downloaded about 27.2M times on HuggingFace between
July 15th and August 15th of 2023 (HuggingFace 2022). As
part of that audit, we developed a multilingual NER pro-
grammatic assessment that exposed model limitations and
identified a model attack surface component (Calix et al.
2022).

Here we extend our prior work on NER auditing by
adding reproducibility and scalability to the programmatic
assessment—a nontrivial exercise to develop and implement
an applied framework for reproducible model assessment.
We call such a framework an “Evaluation Authority”:

Definition 1 Evaluation Authority. A programmatic and
secured instantiation of one or more tests maintained by a
trusted organization for the purpose of establishing and it-
erating safety standards and/or scores.

While providing specific insights into bias, ethics, secu-
rity, and user experience risks, each of our previous audits
were applied only once to single systems under test and took
several months per system. Reproducibility and scalability
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Incident # Incident Title Speculated NER Cause
317 Bug in Facebook’s Anti-Spam Filter Allegedly

Blocked Legitimate Posts about COVID-19
Entity-specific post blocking suggests a possible failure somewhere
along the NER chain, which prevented accurate resolution of well-
known news sources like Business Insider and The Atlantic

363 Facebook’s Automated Moderation Mistakenly
Flagged Landmark’s Name as Offensive

Likely the NER system either did not correctly resolve Plymouth
Hoe as a famous landmark in the United Kingdom or was incorrectly
overruled by a keyword detection model in Facebook’s ensemble

392 Facebook’s AI-Supported Moderation Failed to
Classify Terrorist Content in East African Lan-
guages

Postings in Arabic, Somali, and Kiswahili that included propaganda
about Harakaat al-Shabaab al-Mujahideen (al-Shabaab), an African
terrorist organization, were not flagged by the platform, suggesting
failed entity resolution

Table 1: AIID incidents 317, 363, and 392 all involve likely NER issues on the Facebook platform.

are essential to keep pace with the development iterations of
AI tools, where variants of one architecture are downloaded
over 27M times in a month. The Evaluation Authority ap-
proach transitions audit outputs from one-time assessments
to standards characterizing the entire product category.

Many aspects of AI assurance are built around qualita-
tive processes, making it difficult to propose effective modes
of programmatic testing. While harms like those in the
AIID can be illustrative, they suffer from the availability
heuristic—a proclivity toward recording the most readily ob-
servable harms rather than the most important. However, the
propensity to produce previously-experienced harms can be
tested programmatically with ecological validity.

The key property of the Evaluation Authority concept
is its security model. We contrast Evaluation Authorities,
which are used for system assessment, with benchmarks,
which are evaluations conducted for the purpose of system
improvement. The key difference is that benchmarks are op-
timization targets, and are thus subject to Goodhart’s Law:
“When a measure becomes a target, it ceases to be a good
measure” (Strathern 1997). Russell and Norvig’s definitive
textbook of AI (Russell and Norvig 2009) succinctly de-
scribes how to avoid this hazard:

...really hold the test set out—lock it away until you
are completely done with learning and simply wish to
obtain an independent evaluation of the final hypothe-
sis. (And then, if you don’t like the results ... you have
to obtain, and lock away, a completely new test set if
you want to go back and find a better hypothesis.)

Restricting access to test data in this way is essential to
preserving its validity. Yet in our experience evaluating com-
mercial solutions, this principal is frequently forgotten be-
yond the classroom. We thus designed a software infrastruc-
ture for Evaluation Authorities that allows for critical safety
property assessment while defending the integrity and diag-
nostic utility of the test data for safety use cases.

Once incorporated into a public Evaluation Authority, an
audit methodology transitions from a singular evaluation ex-
ercise to a collection of operational requirements a product
must satisfy before it can be responsibly deployed. Eval-
uation Authorities provide a clear, public assessment that
helps interested stakeholders determine the deployment cir-
cumstances for which model deployment is unsafe, includ-
ing the propensity to produce incident recurrence. In doing

this openly, the Evaluation Authority also establishes prod-
uct standards that market entrants can be expected to clear.

In a rapidly developing world, such standards can easily
become outdated as the world or the nature of the models
shift through time. Consequently, we emphasize evaluations
that can be extended through time as new incidents are in-
dexed and subject matter expertise advances the safety case.
As an initial step, our tests focus on a narrow scope: do
Large Language Models (LLMs) applied for multilingual
NER tasks exhibit language-related biases? As we expand
the scope of these tests to more potential NER incidents, we
(or a competing NER standard-by-assessment) gain insight
into broader classes of problems and provide a capacity to
notify system deployers of their system risks.

The basic Evaluation Authority infrastructure can be ex-
tended to any digital system type or task, provided that
data associated with incidents can be captured, synthesized,
or mocked. To stress test our open-source2 Evaluation Au-
thority infrastructure, we also performed large-scale testing
across a variety of image classifiers to assess their suscepti-
bility to common data corruptions.

The contributions of this work to reduce the likelihood of
incident recurrence are (1) repackaging a laboriously pro-
duced audit as a product standard that scales to an entire
product category; (2) open sourced infrastructure-as-code
enabling auditors to stand up their own Evaluation Authori-
ties; (3) detailing of a best practice wherein assessment data
is protected from Goodhart’s Law and managed by those or-
ganizations concerned with maintaining the marketability of
their standards; and (4) demonstrating how an Evaluation
Authority for NER multilingual robustness assessment has
the capacity to identify upstream issues related to three inci-
dents archived in the AIID.

Background & Motivation
Machine learning-based solutions are commonly iterated
and improved in production (Khlaaf 2023), but incident data
critical to the assessing a propensity to harm is rarely ele-
vated to the same stature of transportation and medical inci-
dent data. A typical AI Incident Cycle presents as follows:

1. The AI system is made available to users after limited
in-house testing

2Infrastructure available at https://dyff.io



2. An AI incident is reported

3. A remediation is proposed and the system is updated
and/or taken offline

4. An updated system is re-deployed to users

The associated incident data may be added to the next
model training run, but it is rarely analyzed and incorpo-
rated into future risk assessments, blinding the developers
from insights into the safety properties of successive model
generations. How can the company know when the under-
lying problem is solved? Or phrased differently: how can
similar AI incidents be prevented in the future?

The Missing Translational Layer
Several public and private sector frameworks and guide-
lines attempt to address these questions, but none provide
the translational layer between strategic high-level issues
and tactical, discrete incident resolution (ICO 2020; Google
2018; ODNI 2020). Frameworks and guidelines that de-
scribe what to test without describing how to test it open
the door for exercises in superficial box-checking.

Writing a test is also non-trivial. Through our audit of
RoBERTa, we understood the importance of taking a task- or
use-case-centric approach to auditing, as it allows for mean-
ingful comparisons while minimizing misrepresentation of
conclusions (Brennen et al. 2022). The ability to evaluate a
model is predicated upon having data that expresses the phe-
nomena to be tested, meaning datasets and assessments are
coupled. To this end, testing faces a bootstrapping problem
where the lack of high-quality datasets for AI-Governance-
related assessments significantly limits what can be tested
(McGregor and Hostetler 2023). AI incident remediation ef-
forts and audits of AI systems provide an opportunity to pro-
duce safety datasets. Contributing them to a public Evalua-
tion Authority like the one we implemented in this paper
now allows for regression testing or comparing the propen-
sity for different models to produce incidents.

These datasets, though, need to be kept secret from or-
ganizations whose products are under test. Specifically, the
data itself should never be exposed, and only high-level find-
ings should be disclosed to make black-box optimization
against the test difficult and thus preserve the validity of the
assessment over the long term. This protection encourages
product creators to focus on remediating the high-level issue
rather than attempting to overfit the assessment data. While
this may obscure specific failure modes of a model, it in-
spires a virtuous development mindset that looks to mini-
mize harms instead of discrete failure instances.

It is clear from observation of current AI deployments
that the current AI model deployment workflow is inade-
quate, especially for models deployed in high-stakes scenar-
ios. Furthermore, framing it around AI incident response and
mitigation provides a forcing mechanism for the industry to
learn from its mistakes and the mistakes of others. While an
Evaluation Authority will not solve all the issues, it provides
a foundation to build and iterate on for a better functioning
AI safety culture. An Evaluation Authority would serve as
a release gate for the model, and as both evaluations and

Figure 1: Evaluation Authority input and output diagram
with the four components: models, datasets, and tests that
aggregate into a report.

models would be periodically enhanced, the model would
be re-evaluated as part of the “AI Incident Cycle”.

The demonstration described in this paper is meant to con-
cretize the development and utility of an Evaluation Author-
ity as the missing translational layer. We focus on NER to
narrow test creation to a specific use case. Instead of at-
tempting to address an ill-defined problem like testing an
LLM for “bias,” we operationalize one specific aspect of
bias into something that can be programatically and quan-
titatively assessed. In the current paper, we focus on mul-
tilingual robustness for NER, defined as differences in per-
formance between sets of person names that are common in
different languages. The corresponding multilingual names
dataset is maintained within the Evaluation Authority infras-
tructure and is not exposed to the user. The dataset[s] and
assessment[s] inference code sit within the infrastructure-as-
code implementation that defines an Evaluation Authority.

Evaluation Authority Implementation
At a high level, the Evaluation Authority has three inputs:
the system under test, protected datasets, and system assess-
ments (Figure 1). The system under test is provided by the
system owner and uploaded into the Evaluation Authority.
Datasets are protected by running them through the system
under test inside the Evaluation Authority, where the system
owner cannot access them. Finally, the raw results are aggre-
gated to assemble a report of the system’s performance.

When building the Evaluation Authority, there was a con-
certed effort to use canonical ML tools to lower the cognitive
load of using and contributing. This can be seen in the block
diagram in Figure 2.

The Evaluation Authority is composed of three layers:
Developer, Auditor, and Reporting.

The Developer Layer targets Data Scientists and ML
Engineers—those who train models and create the housing
around them. In AI incident response or AI model auditing,
this is the group that created and deployed the production
model that caused the incident. The Developer Layer offers
two entry points into the platform, either selecting an LLM
from HuggingFace Hub or supplying a packaged model in
the BentoML format (HuggingFace 2022; Yang et al. 2022).
This allows both open- and closed-source models to be used
with the Evaluation Authority. Developers can utilize assess-



Figure 2: Block diagram with the open-source software tools
that compose the Evaluation Authority infrastructure.

ments that already exist in the Evaluation Authority instan-
tiation and/or write their own.

The Auditor Layer is where tests are written and run. Fea-
sibly, these are generated during AI model auditing and AI
incident response. To run tests in a reasonable amount of
time, the auditing and response teams would need to cre-
ate some version of the infrastructure. Given that it already
exists in the Evaluation Authority openly, it makes sense to
build on it instead. Developers can be auditors, but they do
not have to be. In some cases, there are benefits to having the
same people who created the system write relevant tests (i.e.,
cost benefits), but they are also most biased toward the capa-
bilities of a system. In these cases, outside auditors may be
better positioned to identify limitations. Each test is coupled
with a protected dataset—in order to prevent overfitting;
these datasets are not publicly released. The hope is that this
inspires model builders to address the root cause of a per-
formance problem instead of training on the specific exam-
ples that are part of the test. Datasets are spooled from cloud
storage using Apache Arrow, and assessment inference ses-
sions are parallelized using Kubernetes (The Apache Soft-
ware Foundation 2023; The Kubernetes Authors 2023). The
distributed assessment infrastructure allows for the scaling
required to run any assessment on any model.

Finally, the Reporting Layer compiles and visualizes re-
sults. This report is the output of the Evaluation Authority
for a typical user and is what would be interpreted by the
AI model auditing and AI incident response teams. We built
versions in Jupyter Notebooks and Plotly Dash (Kluyver
et al. 2016; Plotly Technologies Inc. 2015). While tests can
be run on a single model, the comparative analysis enabled
by running the same test on multiple models allows for
relative benchmarking. Given that for the majority of AI-
Assurance-related issues, it is difficult to prescribe a de-
fensible threshold of “good enough” for any assessment,
we hope that relative benchmarking will inspire incremen-
tal improvement efforts. Much like benchmarking on task-
specific datasets like Microsoft Common Objects in Context
or ImageNet have inspired revolutions in object detection
and image classification, respectively, we hope commonly-
accessible safety assessments will do the same to safety and
fairness (Deng et al. 2009; Lin et al. 2015). The goal is to
inspire commercial actors to compete to produce the safest
models. This, in turn, will mitigate future AI incidents.

Figure 3: Audit report compiled by the Evaluation Authority
for three LLMs compared on the task of NER3.

NER Evaluation Authority Report
As an example, we generate a report3 for a side-by-side com-
parison of three LLMs on the multilingual robustness NER
assessment we replicated. All three models: “Davlan/xlm-
roberta-base-ner-hrl,” “dslim/bert-base-NER,” and “Jean-
Baptiste/camembert-ner” are from HuggingFace Hub and
have been fine-tuned for the NER task making their com-
parison intuitive. These three models were chosen to deter-
mine which multilingual model was best suited for certain
languages of interest.

The report contains information about the model evalua-
tion task, context about how to use the document, and con-
text about the models themselves. Finally, it includes results
from a scalable version of the multilingual robustness as-
sessment adapted from Calix et al. (2022) for the three mod-
els. The report represents a snapshot summary of perfor-
mance and lists the date when the specific set of tests was
run. This pseudo-version control enables a form of contin-
uous assurance where a new report can be generated if a
model is ever changed, but the old model can still be com-
pared as well. The example report can be seen in Figure 3.

As the output of the Evaluation Authority, the report is
meant to provide appropriate context but also leave the re-
sults up for interpretation to its consumers. Without know-
ing how a model is meant to be used, it would be difficult to
prescribe a recommendation about which model to use, so
such statements are intentionally left out of the report. Still,

3Full-size version hosted at https://dyff.io/blog/auditing-llms-
for-multilanguage-ner



Figure 4: Degradation of ResNet model performance given blur intensity data corruption run using the Evaluation Authority.

there is immense value to practitioners and auditors when
they look to understand the limitations of AI models.

How to Use the Evaluation Authority
There is both a retroactive and proactive case for the Eval-
uation Authority and its report output. To illustrate this, we
imagine how to address an incident such as AI incident 392
by creating a new evaluation, similar to the multilingual ro-
bustness assessment, that quantifies the incident’s failings.

The retroactive case begins after the AI incident is discov-
ered, in this case, after Arabic, Somali, and Kiswahili pro-
paganda postings about Harakaat al-Shabaab al-Mujahideen
(al-Shabaab) were not flagged by the Facebook platform.
The retroactive corrective action is to create a new testing
dataset to evaluate the extent of the failure mode in the sys-
tem. The team responsible for remediating this issue collects
a dataset of posts that should have been flagged, implements
new scoring metrics as appropriate, and uploads these new
artifacts to the Evaluation Authority. Then, moving forward,
a report on this new failure mode will be generated along
with any other relevant tests already in the Evaluation Au-
thority assessment corpus. After confirming the finding, new
training efforts can also be evaluated using this test assuring
the issue is acceptably benchmarked for remediation.

The proactive case begins at the model selection stage
during development. If performance on Arabic, Somali, and
Kiswahili names is important for the use case, as in AI in-
cident 392, those evaluating candidate systems could either
select existing tests that evaluate this performance, or author
new tests and add them to the Evaluation Authority. Then,
all candidate systems are subjected to the selected battery of
tests and the models best suited for the use case are selected
based on their relative empirical performance. In this way,
the Evaluation Authority helps to de-risk models before de-
ployment into production. Submitting a newly trained model
to the Evaluation Authority provides a clear assessment ac-
cording to available tests. This can highlight potential con-
cerns, opportunities for improvement, and provide public ev-
idence of the model creator’s due diligence.

Extending the Evaluation Authority
The current prototype implementation of the Evaluation Au-
thority contains one test for LLMs: the multilingual robust-
ness assessment, but the Evaluation Authority infrastructure
is model-agnostic and extensible. To demonstrate this, we

also implemented a test for image classification models. To
do so, we used a dataset of image “common corruptions”
(Hendrycks and Dietterich 2018) to assess the robustness of
image classifiers to various types of data manipulation.

We then evaluated six different depths of pre-trained
ResNet models with the hypothetical framing of looking for
the smallest model that had acceptable robustness to these
corruptions (He et al. 2015). Seen in Figure 4 is a graph de-
picting the degradation given the intensity of the blurring for
each model, a component of the overall report. This is meant
to illustrate that the Evaluation Authority infrastructure is
agnostic to model type and task, and that as long as a test
is written in the correct format, that model can be evaluated
using the Evaluation Authority. This suggests that Evalua-
tion Authorities could become foundational utilities for AI
incident remediation and prevention.

Discussion
AI incident remediation and prevention requires a transla-
tional layer between AI Governance frameworks and re-
sponsibility documents and the incidents themselves. Eval-
uation Authorities bridge the two by operationalizing qual-
itative recommendations about fairness and safety as repro-
ducible, scalable quantitative assessments. While our work
was initially motivated by a desire to scale and generalize
auditing and remediation processes, we designed the Eval-
uation Authority infrastructure with extensibility at its core.
We believe this could be a viable path forward for public,
community-supported model evaluation.

If adopted, hosted, and supplemented with additional
tests, we hope this approach will become standard in ML
R&D and production. There are significant risks associated
with deploying AI models, and too often, these risks are dif-
ficult to know, even for system developers. A public, open
evaluation mechanism is an important step in identifying and
mitigating many risks and future AI incidents.

For private and public organizations, assuring AI systems
should be a top priority. In this paper, we have offered an
example of a scalable, extensible framework that enables ac-
tionable, deliberate efforts. We encourage others to use this
applied framework as a starting point—adapt it and extend
it to create meaningful test harnesses for AI models.

If an Airbus plane crashes, they are not permitted to with-
hold critical safety data from Boeing. With a similar view
for the safety of intelligent systems, safety data derived from



incidents can prevent the recurrence of harm.
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